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Rewriting Algorithms for Just 
Recognition

From Digital Aural Redlining to Accent Activism

Nina Sun Eidsheim

INTRODUCTION

On the evening of the first day of the “Thinking with an Accent” virtual symposium, 
my three-person family sat down on the floor of my son’s room to play Monopoly 
with “voice banking,” a version of the game that was new to us.1 It promised that 
we could “talk to Mr. Monopoly and he responds.”2 Originally called The Land-
lord’s Game, Monopoly was designed in the early 1900s to expose the structural 
inequity between landowners and renters. As Eula Biss tells the story, its inventor, 
Elizabeth Magie Phillips, had hopes the game would teach kids about the injustice 
of our economic system. Later repackaged by Charles Darrow, who also diffused 
some of the economic messaging, the game, with its underlying continuous loop 
of play concept taken from the Oklahoma Kiowa people, would instead pit chil-
dren against parents in the practice of rapacious landownership.3 The endlessly 
updated versions of the game, with new color schemes and characters and brand-
ing related to pop culture themes, such as the blockbuster Disney movie Frozen, 
offer yet another opportunity for overbuying. Across all the different versions of 
games I’ve seen over the last thirty years, the concept of Monopoly remains the 
same. Each player picks a character that moves around the board and buys streets, 
houses, and hotels, or pays rent for landing on them, all which is determined by 
dice and cards that give instructions such as “go to Such-and-such Street.”

The voice banking game’s key material distinction from other versions is that 
it uses no paper money. Rather than one player taking on the role of banker, each 
begins with an amount automatically “deposited” in their account, and each keeps 
track of their voice-triggered earnings, purchases, debts, and transactions.4 For 
example, when a player wants to buy a street, they click on their character’s button, 
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which speaks to notify Mr. Monopoly. As the evening progressed, I would learn 
that this new Monopoly game encapsulated a number of issues, including how 
early in a child’s development attitudes about voice are absorbed. Furthermore, 
the game shows how human listening practices are programmed into digitized 
vocalizing and listening tools, which constitute one of the many sites of algorith-
mic racism perpetuated through everyday technology. Family game night became 
an illustration of the very dynamics I study: the ways in which power is wielded 
through listening—here, listening programmed into zeros and ones.

The first few rounds were uneventful: we rolled the dice and advanced our 
characters. Then my son purchased the first street. It was fun hearing him interact 
verbally with the voice banker, and he was thrilled with these vocal exchanges. 
But as my husband and I began to interact with the voice banker, things took an 
unexpected turn. Mr. Monopoly interpreted most of my instructions correctly but 
repeatedly misunderstood the street names and instructions my husband gave. At 
first we laughed, but having to repeat the instructions began to take up too much 
time, interrupting the flow of the game. We moved along, haltingly, and after a 
short time our son won, far ahead of us. Having won so hugely over his parents, 
my son wanted to play again immediately. This time he quickly stepped in. Rather 
than waiting for us to attempt our own transactions with the voice banker, which 
would force him to sit through our multiple repetitions of “purchase Oriental Ave-
nue,” he began talking for us—and the electronic banker always understood him. 
In the end he was playing the entire game for all of us, controlling our assets to his 
own advantage.

Witnessing this in awe, I let him go a bit further than I normally would. On 
our son’s bedroom floor, we inadvertently played out one of the themes that had 
been discussed at the symposium that day: the intricacies, challenges, and power 
dynamics of performing with and listening to accents—with my little interracial 
nuclear family exemplifying the classic immigrant experience. I grew up in Nor-
way and have a Norwegian accent when speaking English, but I have lived in the 
United States for over twenty years. My husband grew up in Colombia and has 
a Colombian Spanish accent when speaking English. He has lived in the United 
States for a much shorter amount of time and, compared to me, has many more 
opportunities to speak his native tongue on a daily basis. Our son grew up speak-
ing the three languages of his family.

Mr. Monopoly’s listening algorithm showed me something that our son’s cor-
rections and good-natured jokes about our accents had not. In its new “Monop-
oly meets voice recognition” version, the game performs the boundary around 
accepted accents. When notifying players that “Kitty has 500 Monopoly dollars in 
her account,” its prerecorded phrases perform what most people would hear as a 
nonmarked American English accent. The game’s tagline—“Control it all with the 
power of your voice”—refers to more than Monopoly transactions.5
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DIGITAL AUR AL REDLINING:  WHOSE AC CENT  
IS  AC CENTED?

Accent, like skin color and hair texture, is universal. Everyone has some kind of 
skin hue and hair texture. However, as Black feminist studies scholars, including 
Rasul Mowatt, Bryana French, and Dominique Malebranche, have noted, certain 
skin colors, hair textures, and accents are framed as hypervisible or hyperaudible.6 
They are perceptually accentuated, made into markers and sources of Otherness.7 
Only some accents are accented in their reception, to invoke an alternate mean-
ing of accent: emphasized. Within a broader linguistic context,8 accent is defined 
as a “distinct mode of pronouncing a language”; it is therefore something every 
speaker displays.9 But the colloquial use of the word suggests that only some speak 
with an accent, and some even with a strong accent. In other words, not all accents 
are accented. The assessment that accentuates some accents is added during the 
process of listening.

Shifting our attention from vocalizing to listening, I propose to consider this 
active form of listening—which carries out the work of marking certain voices—as 
accented, and indeed as accented listening.10 Thus, although all voices are accented, 
active listening marks further accentuation. That is, as voices are always already 
accented, the process of further marking certain voices gives rise to accented 
accents.11 The status of the accented accent is by definition unstable, as it is pro-
duced by listening communities that reproduce, and indeed solidify, specific vocal 
and listening configurations. To get to the heart of the power wielded through 
listening, each configuration requires a specific analysis—some examples of which 
are offered in this volume.

In this chapter I am interested in the adaptation of certain assumptions and 
listening practices into algorithms, and their proliferation through digital media 
and digital tools. Thus, cross-feeding my own work on voice, race, and power with 
that of internet scholar Safiya Noble, the digitized voice and the digitized listening 
to voice become inflections of what she succinctly describes as “the power of algo-
rithms in the age of neoliberalism and the ways those digital decisions reinforce 
oppressive social relationships and enact new modes of racial profiling.” Adapt-
ing Noble’s apt term for this phenomenon, “technological redlining,” I describe 
listening that defines certain ways of voicing as accents as aural redlining.12 This 
is an example of my plea for us to “listen to listening”—to begin to note the spe-
cific ways in which both humans and machines perform power through listening 
practices.13 Or, in June Jordan’s unambiguous formulation, we must understand 
how “white power uses white English as a calculated, political display of power to 
control and eliminate the powerless.”14

Similarly, Noble reminds us that search engines are not neutral—for example, 
when they autofill the search field when a user types “Black girls . . .”15 Such rela-
tionships, defined by those in power, are also quantified in voice and listening 
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algorithms.16 Allison Koenecke and her coauthors note that the language models 
used to develop commercial automated speech recognition (ASR) systems are not 
publicly available. In lieu of these specific language models, Koenecke’s team of 
mathematicians, engineers, computer scientists, and linguists chose to work from 
the assumption that it is “likely that these systems use language models that have 
similar statistical properties to state-of-the-art models that are publicly available, 
like Transformer-XL, GPT, and GPT-2. [They] thus examine potential racial dis-
parities in these three models, using the publicly available versions that have been 
pretrained on large corpora of text data.”17 As a singer and a humanities scholar, 
I do not attempt to address the underlying ASR systems but rather consider the 
underlying values performed through listening practices that tacitly shape digital 
application development. I’m guided by the conviction that naming these elements 
can help to diagnose systemic issues in current voice-based technologies and to 
counter the belief that digital environments may be more neutral than people.18

I think of listening practices translated into algorithms as digital aural redlining, 
and of practices that oppose this redlining as digital aural jamming. Largely associ-
ated with the real estate and lending markets, redlining disproportionately saddles 
Black and Latino people (especially those with underprivileged socioeconomic 
status) with higher interest rates, fees, and banking premiums, putting them at an 
economic disadvantage.19 In other words, the term describes practices that dis-
criminate against individuals and communities based on race and class regardless 
of individual character or credit score. Aural redlining captures a systematic listen-
ing practice that, first, others people based on their accents; second, makes them 
hyperaudible or inaudible; and, third, due to the ubiquity of such othering digital 
voice and listening tools, disadvantages individuals economically.

In a study that coined the term “linguistic profiling,” John Baugh showed that 
housing rental practices relied on discriminatory accent cues in decision-making 
processes.20 The study’s potential renters would call about an advertised unit. Call-
ers with a presumed alterity—based on their accent—would be rejected. This study 
demonstrated that listeners were certain about their racial or ethnic assessment 
based on a voice alone, that is, based on a brief phone conversation. It also showed 
that although individuals could be approved if the listener assessed an unaccented 
accent, the same applicant could be rejected in person if his or her body did not 
also prove unmarked. Building on Noble’s and Baugh’s work, the term aural redlin-
ing expands redlining to cover listening practices applied to voices, including tim-
bre, more broadly, and it includes digital aural redlining, speech- and voice-based 
profiling practices applied to the digital domain. Aural redlining may take place 
in all vocalizing and listening configurations, from live situations in which vocal-
izer and listener are together and can see each other to broadcasts and recordings 
with or without live or static images of the vocalizer. “Digital” denotes listening 
practices that have been quantified into code that carries out practices such as 
ASR, which is used in technologies such as voice-to-text, virtual assistants, and 
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automatic captioning. While these examples are quite different from one another, 
they draw on collective vocalizing and listening practices to, in Jonathan Sterne’s 
and Mehak Sawhney’s apt words, “datafy and classify the human voice.”21

Digital aural redlining can take different forms. I will discuss two here. The first 
type of digital aural redlining describes a situation in which a particular accent 
is assumed based on nonvocal cues. Listeners perceive a certain accent based on 
the way in which they read the speaker’s race, such as visually. In other words, 
what listeners see affects how they hear accents—or we could say that listeners see 
accents.22 The second type of digital aural redlining describes the digital acoustic 
shadow: when a person is, in effect, rendered inaudible because their accent pre-
vents or precludes them from effectively using many voice-based technologies.23 
(This phenomenon is not unique to digital aural redlining. However, for me it is 
very helpful to examine the general process of aural redlining as it is defined and 
formalized in order to be re-created through algorithms.)

SYNTHESIZING THE AC CENTED AC CENT

The vocal synthesis software system Vocaloid was first released in 2003 to great 
fanfare.24 The first two products, LOLA, LEON, and many later versions are com-
mercial music software described as “voice fonts.” Just as MIDI instrument pack-
ages allow users to play a melody using the sounds of different instruments—first 
a piano, say, and then a banjo—a Vocaloid voice can be used to “sing” a melody. 
The major difference between a MIDI instrument and a synthesized voice is that a 
vocal sound is put together in such a way that it will provide not only pitch and tim-
bre but also the various sounds necessary to form consonants, vowels, and diph-
thongs, which are needed to express lyrics. Just as users can transform their text 
with the click of a button from one font to another, musicians can have different 
Vocaloid voices to choose between when recording a song. Vocaloid was hailed for 
rethinking and reframing this technology from technologically advanced software 
to backup singers in a box. Up to this point, vocal synthesis had been advertised 
in terms of computational power, but instead of touting the program’s high-tech 
bona fides, LOLA and LEON were advertised as racialized characters through 
blackface iconography. Both LOLA and LEON are represented in close-cropped 
profile images with protruding full lips. As a stock character returns in minstrel 
repertoire, the same picture is used for both LOLA and LEON. For LOLA, the 
designer simply mirrored LEON’s blue-tinted image and colored it red.

Vocaloid’s synthesis was created from source recordings—short recorded pho-
nemes on multiple pitches—which were then combined via the synthesis algo-
rithm to form any words a user typed into the program (that’s the vocal synthesis 
part). Vocaloid’s synthesis combines recorded phoneme samples into a seamless 
string of notes that sound words in melodic sequences.25 Users can input notes 
using the visual interface, or they can use a MIDI keyboard to play a melody that 
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is recorded onto the visual interface. The lyrics can then be inserted underneath 
the music notation (see figure 7.1). In electroacoustic music terms, Vocaloid may 
be considered “hybrid vocal synthesis” because it uses basic sonic material from 
the phoneme recordings, whereas “complete sound synthesis” does not use sound 
samples. Vocaloid relies on synthesis techniques in order to combine and alter the 
sounds of the samples.26 

Despite these comprehensive efforts to present a Black soul singer, many 
of LOLA’s users did not hear her voice as a soul voice and/or as Black. User 
RobotArchie wrote on parent company Zero-G’s internet message board, “Do we 
have a British soul singer with a Japanese accent who lisps like a Spaniard? Eesa 
makea me tho unhappy.”27 Heatviper chimes in with, “Hello .  .  . I think LOLA 
works great for mondo/ mournful/giallo morricone style tracks using vowels. . . . 
Wordless soulful vowels are nice.”28 Jogomus asks for advice: “My LOLA sounds 
a little bit like a ‘big Ma’—what can I do, [so] that she sounds a little bit neutral?” 
Another user named hk suggests lowering the “Gender Factor” value.29

What happened here? The developers, based in Britain, had chosen Black 
singers to sample as the source of the synthesis. However, in talking with them I 
learned that the male voice was a British-born singer and the female voice was a 
Jamaican-born woman. As professional vocalists, the singers were both adept at 
performing soul idiomatically, including timbre and word pronunciation. How-
ever, when they recorded thousands of syllables outside the context of a musical 
style, I hypothesize that they did not do so with an accent associated with soul, 
but rather with the accents of their mother tongues.30 The singers were selected to 

Figure 7.1. Screenshot of the Vocaloid interface.
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provide source data based on a judgment about their visual presentation as Black 
rather than on an aural assessment of both soul and their particular accents.

Indeed, the process of providing source material for Vocaloid’s voice banks 
does not take place within the context of a musical genre. The source sound is a 
carefully recorded bank that forms the sonorous basis for pronouncing the 3,800 
possible vowel and consonant combinations it can voice within the English lan-
guage. In other words, the source syllables are recorded out of context. Within the 
conventions of soul singing, the syllable “ma,” as part of the word man, would be 
pronounced with a diphthong and would potentially be drawn out, depending on 
the prosody. Outside the context of soul style, native speakers of British and Jamai-
can English would sing the syllable “ma” differently. This means that every voicing 
takes place within what we may think of as an aesthetic genre. Such a genre can be 
chosen, and is very likely to be chosen, when singing within the context of a vocal 
musical genre such as soul.

LOLA and LEON were built on the premise of vocal racial essence, with no 
regard for the fact that English-speaking and -singing Black singers around the 
world grow up with myriad accents. Further evincing an essentialist attitude 
toward voice and race, as noted above, the graphic design featured on the software 
boxes echoes blackface imagery. Instead of orienting listening for a rich geograph-
ically and culturally specific musical style that arose within a specific community, 
within specific social and economic pressures, within the complex history of the 
African diaspora, soul was reduced to monolithic blackness and accent. As I’ve 
followed Vocaloid’s development, Zero-G has repeatedly shown that a technology 
that could offer an expansion of the vocal and listening imaginary is instead pri-
marily recruited to re-create, and seemingly to confirm, essentialized categories.

LOLA and LEON were introduced seventeen years ago—truly ancient in terms 
of the voice and listening consumer technology found on today’s smart phones and 
computers. Because vocal synthesis technology and the algorithms that attempt to 
make sense of our voices are no longer technology-forward choices but nearly 
unavoidable presences in our lives, what is and will be the sound of the voices we 
will associate with sophisticated knowledge and technology? How will we have 
been conditioned to hear voices through generations of vocal technology built 
on voice models that assume and reproduce accent alterity? And which of us do 
digitized voice and listening technology have the capacity to hear?

DIGITAL AC OUSTIC SHAD OW

If many voices are singled out through alterity or accent hyperaudibility, as 
Vocaloid attempted with LOLA and LEON, my family’s Monopoly anecdote cap-
tures the flip side—the phenomenon I call the digital acoustic shadow. Sun rays 
can be blocked by solid objects, resulting in areas left in shadow. When sound 
waves meet solid obstacles like pillars, corners, or overhangs (such as a balcony), 
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certain frequencies can be attenuated, causing what are known as acoustic shad-
ows. We may extend the phenomenon of the acoustic shadow in order to under-
stand the muting of certain voices: those deemed less legible due to visual cues 
interpreted as alterity, and those who are misheard because training materials do 
not include such voices.31 Furthermore, algorithms based on similar assumptions 
about voice, accent, and race can create digital acoustic shadows within digital 
tools. As noted, hypervisibility’s constant companion is invisibility, which marks 
accented voices in either case. The digital acoustic shadow’s veil is hyperaudibility’s 
constant companion.

Some technologies may be broadly categorized as “listening to” and “analyzing” 
voice and speech. Their purposes range from transcription (text-to-speech) and 
prompts to action (voice bank Monopoly, automated phone services) to assess-
ments of, for example, intelligence and skill level (AI hiring systems). Those in 
this industry making such products will point to the numbers, which are mov-
ing in a positive direction.32 For example, Google’s word error rate had decreased 
from 23 percent in 2013 to 8.5 percent in 2016, reaching 4.9 percent only a year 
later, in 2017.33 But the question is not whether the technology has improved—
even improved tremendously—in a short amount of time, but what hides behind 
the uniformity of these improvements. For example, if 4.9 percent is the average 
error rate, what is the rate for a white male Midwestern speaker versus a Black 
male from the South? In an interview addressing the question of differing user 
experiences, John Baugh noted that “Microsoft, the most accurate system, had a 27 
percent error rate for Black speakers and 15 percent for white speakers; Apple, the 
lowest performer, missed the mark for 45 percent of words from Black speakers 
and 23 percent of white speakers—it has limitations in its scope.”34

The algorithms that create this error rate underpin the product development  
of the largest technology companies in the United States. These algorithms are 
integrated into products that permeate everyday and work-life technology, 
making the ramifications of unequal access—redlining—an urgent matter. Com-
paring two thousand voice sample transcript results based on recorded interviews 
with African Americans and white speakers, Koenecke and her coauthors tested 
commercial automated speech recognition developed by Amazon, Apple, Google, 
IBM, and Microsoft.35 Their sample corpus was collected in five U.S. cities and 
consisted of interviews with forty-two white speakers and seventy-three Black 
speakers of mixed age and gender. Across the technologies, they found on aver-
age that the error rate was 35 percent for African Americans compared to 19 per-
cent for white speakers.36 They attributed this error rate to a lack of representation 
in training data. This “gap in the acoustic models” suggests “that the systems are 
confused by the phonological, phonetic, or prosodic characteristics of African 
American Vernacular English rather than the grammatical or lexical character-
istics. The likely cause of this shortcoming is insufficient audio data from black 
speakers when training the models.”37
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In contrast, “dialectal language is increasingly abundant” on social media, yet 
“few resources exist for developing NLP [natural language processing] tools to 
handle such language,” Su Lin Blodgett, Lisa Green, and Brendan O’Connor note.38 
In a paper a year later they noted (in scientists’ cautious language) that “current 
systems sometimes analyze the language of females and minorities more poorly 
than they do [that] of whites and males. We conduct an empirical analysis of racial 
disparity in language.”39 Unsurprisingly, in automatic caption software, “the low-
est average [speech recognition] error rates were for General American and white 
talkers, respectively. . . . [T]he higher error rate [for] non-white talkers is worrying, 
as it may reduce the utility of these systems for talkers of color.”40 In other words, 
these software systems rely on algorithms that cannot properly process certain 
accents. The string of code that is unable to process selected accents represents 
the obstacle that casts a digital acoustic shadow, excluding potential users from 
meaningful use of the technology. As a case in point, in my family, the person with 
the accent under the darkest digital acoustic shadow lost the game. In playing, 
each person had to use significantly different resources in order to simply par-
ticipate—that is, to be understood by the technology—and each turn to play was 
accompanied by the anticipation of that challenge. Hesitation and reduced interest 
in the game were the results of these obstacles. While the stakes were not high in 
this context, it helps to explain the overall dynamic and the discriminatory nega-
tive outcome, both in the end result (losing the game) and in some players’ detach-
ment from engagement, when we see that voice-based technology fails some users 
while favoring others.

R AMIFICATIONS OF THE DISCREPANCY  
IN ERROR R ATE

The discrepancy between my son’s error rate and his dad’s mirror real life with dis-
concerting accuracy. The person with the lowest error rate earned the most prop-
erty and money. In real life, what it means to lose the game due to aural redlining 
depends on specific technologies and on the circumstances of their use. For exam-
ple, speech-to-text software is used in consumer technology such as smartphones, 
which are increasingly necessary in many work situations, including many jobs 
that require employees to use phone apps. A specific accent’s interaction with the 
technology required to carry out a job may prevent groups and individuals from 
performing equally, which may lead to lower work performance and fewer chances 
for promotion and mobility. And if voice technology software is used to screen 
candidates, others may not be selected for a job at all. In the same way that redlin-
ing practices in real estate prevent an entire community’s economic advancement, 
we can see that digital aural redlining can have a similar effect.

Within the court system, the situation is equally concerning.41 Writing 
about human court reporters, Maarten Sap and his coauthors have shown that 
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“annotators’ insensitivity to differences in dialect can lead to racial bias in auto-
matic hate-speech detection models, potentially amplifying harm against minor-
ity populations.”42 Specifically, in investigating “toxic language identification tools” 
they found that “the task is especially challenging because what is considered toxic 
inherently depends on social context (e.g., a speaker’s identity or dialect).” Given 
the racial history of the United States, “phrases in the African American English 
dialect (AAE) are labelled by a publicly available toxicity detection tool as much 
more toxic than general American English equivalents.”43 And as Aylin Caliskan, 
Joann Bryson, and Arvind Narayanan show, “cultural stereotypes propagate to 
artificial intelligence (AI) technologies in widespread use.”44 This work, they argue, 
“has implications for AI and machine learning because of the concern that these 
technologies may perpetuate cultural stereotypes.” Their research suggests that if 
“we build an intelligent system that learns enough about the properties of language 
to be able to understand and produce it, in the process it will also acquire his-
torical cultural associations, some of which can be objectionable.”45 And as Taylor 
Jones and his coauthors note, “Any solution to the (narrow) transcription problem 
must take into account the broader problem of harmful linguistic ideologies with 
common-currency anti-black stigma, bias (both conscious and not), and a court 
system that is the accumulated product of four centuries of white supremacy.”46 
Unsurprisingly, research across consumer and professional speech-recognition 
software shows that aural redlining permeates this technology sector.

TO BE JUSTLY REC O GNIZED:  AUR AL-REDLINE 
JAMMING AS AC CENT ACTIVISM 

Not hyperaudible, not inaudible, but, to quote Goldilocks, “just right”—the unac-
centuated voice ideal is confirmed and strengthened by both analog and digitized 
voices that perform this self-fulfilling fantasy.47 As a recent New York Times article 
on accent coaches and their clients noted, “Actors, or their agents or managers, 
find her because they either have booked a role that demands a certain sound or 
aren’t booking anything because they don’t sound a certain way. They are often 
hoping to achieve that general American sound to break in or refashion their 
career for the Hollywood market.”48 To find work or to move beyond typecasting, 
actors with some accents take on additional voice training to replace their accent 
with what is considered a normative one. This cycle confirms which voices are 
dominant in movies.49

What actors and casting agents alike have in mind when they seek training and 
voices for characters, respectively, might be something like what the team behind 
iPhone’s Siri does: “The first phase is to find a professional voice talent whose voice 
is both pleasant and intelligible and fits the personality of Siri.”50 According to 
one industry analyst, “[Apple recruiters are] listening for some ineffable sense of 
helpfulness and camaraderie, spunky without being sharp, happy without being 
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cartoonish.”51 In their minds’ ears, producers listen for which accents will fulfill 
such descriptions—and both Hollywood and Siri’s team shy away from anything 
that could be perceived as an accented accent.

This chapter is an accentuated plea. While there is not one solution to prejudice 
and power imbalances, I do have a singular wish for all of us: to be justly recog-
nized. To be justly recognized always stands firm against the seemingly innocuous 
just right. It refuses accented listening. What is the difference between just right 
and justly recognized?

Recommendations from researchers such as Koenecke include “using more 
diverse training data sets that include African American Vernacular English.”52 
Improvements to the underlying acoustic models used by the ASR systems are 
vital. Improving the training data set could potentially move speech and acoustic 
patterns out of the acoustic shadow. Further, “developers of speech recognition 
tools in industry and academia should regularly assess and publicly report their 
progress along this dimension.”53 In technology development and data collection, 
a wider range of voices should be present from a tool’s inception. As the error 
rate decreases in one area it may increase in others, evening out the user expe-
rience. But what is the data set tipping point at which voices will no longer be 
divided into those deemed to exude the qualities of “helpfulness and camaraderie, 
spunky without being sharp, happy without being cartoonish” and those that are 
not selected, or are heard as expressing opposing qualities? While the work of 
opening voice-driven technology to a much broader range of accents is clearly 
needed, it is not the solution.

A vocal assessment that recognizes justly is diametrically opposed to an assess-
ment of whether an accent is just right. That which is just right is established by 
listening from a position of power, with the particularities set by time, place, and 
other circumstantial forces. A voice is deemed just right (or simply wrong) by out-
side forces based on a static and monolithic understanding of the person behind 
it. When instruments are attuned to capture just right, just right can also be used 
for surveillance.54 While I am not prepared to offer a series of concrete steps—it 
will take a broad range of scholars, developers, artists, users, and activists to sug-
gest, test, reject, and experiment with specific solutions—I know that to be justly 
recognized is to be recognized in relationship to oneself and to the multiplicity 
of histories and communities that we constantly adopt, reject, and form within 
multiple relationships. To be recognized justly is to retain protections and human 
rights.55 Listeners who recognize justly afford each voice its multiplicity, including 
its humanity. In this way, just recognition makes clear that the hyperaudible and 
the inaudible, or the accented accent and voices veiled in acoustic shadows, are 
human- and (human-through-)machine-created fantasies.

As listening ability is not theoretical but is formed through practice, I have 
thought a lot about what the path toward just recognition might include. I think 
one component could be accent activism in the form of aural redline jamming. 
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Here, the experimenting listener both performs the assessment and experi-
ences the impossibility of an operation such as just right. I take this term from 
the devices and apps known as “speech jammers,” which record a person’s speech 
and replays it with a slight delay, “jamming” the speaker’s ability to maintain their  
train of thought. While perhaps tongue-in-cheek, this device, which won the Ig 
Nobel Acoustics Prize in 2012, is advertised for its ability to “inhibit” a person’s 
speech; it is ironic, indeed, that the speaker is “jammed” with their own voice and 
words.56 Aural redline jamming is similar in that it uses the same technology in 
an extreme way to dilute or jam comprehension of whichever accent is accented 
within a given context.

Users decisively rejected the hype that the vocal syntheses LOLA and LEON 
sounded like American-accented soul singers. Rather than tweaking the sound 
within the software to reach toward whatever sonic image users might have of 
idiomatic soul singers, the users instead jammed the system, creating songs that 
were much faster than the highest recommended BPM to sound legible and writ-
ing in Japanese, a language the phonemes were not intended for.57 Hence, although 
the software was originally intended to replace live singers, users used LOLA and 
LEON to sound nonlocatable accents, jamming the built-in organizing principle. 
Moreover, the same technology that mistook race for accent later featured voice 
artist Misha, who insisted on basing her voice bank, Vocaloid Ruby, on her Latina 
identity—jamming Vocaloid’s foundational premise.58

While, as my earlier work has shown, vocal and listening practices have always 
served to perform power, Noble notes that “discrimination is embedded in com-
puter code and, increasingly, in artificial intelligence technologies that we are 
reliant on, by choice or not.” Indeed, she warns that “we are only beginning to 
understand the long-term consequences of these decision-making tools in both 
masking and deepening social inequality.”59 While each individual voice has always 
been shaped through a deeply social and collective process and has mirrored and 
reinforced existing inequalities, is it challenging to remember the human hand in 
algorithms. For example, firms that use AI to screen job candidates with the belief 
that such tools will be less biased are actually using technology created by biased 
humans. Not only will the technology perform the same biases, but it will perform 
them on a larger scale, often with no option to “press 0 for the operator.”

In other words, “part of the challenge of understanding algorithmic oppression 
is to understand that mathematical formulations to drive automated decisions are 
made by human beings.”60 This means that voice synthesis, voice recognition soft-
ware, and transcription algorithms are not simply part of a system of neutral cali-
bration of digital-audio information. Instead, these technologies were developed 
by people who heard voices and understood accents in specific ways, and then 
re-created that reality. Each smartphone voice tool has been created by a string 
of subjective decisions, as were LOLA and LEON. In the same way that Kodak 
film was calibrated for white skin color, voice and listening technologies will carry 
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over the social biases of earlier vocal categorizations and normalized listening 
conventions. Digital vocal technologies as we know them in the third decade of 
the twenty-first century, then, are artifacts of a particular listening culture. Noble 
predicts that “artificial intelligence will become a major human rights issue in the 
twenty-first century.”61 To think about accented accents is to think about how, 
in a democracy, the right to be recognized justly is tied to the impact of listen-
ing practices and aural representations of voices in the acoustic, analogue, and  
digital realms.
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